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• Explanations provide insights into DNN decisions.

• Explanations must be intuitive, descriptive, and faithfully explain why a model makes its decisions.

• FLEX framework generates post-hoc linguistic justifications to rationalize the decision of a convolution 

neural network in terms of features that are responsible for the decision. 

Introduction

Describe Decision Relevant Features

• Compare with methods: GVE [1] and MME [2] Datasets: CUB [3] and MPII [4]

• Metrics: BLEU – indicate fluency of the explanation and how well it matches image content.

DREL – indicate how well the explanation matches the visual features used by a model in its prediction. 

Beak Breast Feet Crown Belly Eye

Fox Sparrow Typical images of Sage Thrasher

Fox Sparrow misclassified as Sage Thrasher

FLEX: This bird has a speckled belly and breast with a short pointy bill.

Insights into Incorrect Model Decisions Annotate Decision Relevant Features

Associate Words to Features

Identify Important Features1
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• Backpropagate gradients of the predicted class 

score to calculate importance of each feature map.

• Select the minimum set of feature maps such that 

cumulative importance score is greater than a 

given threshold.

Input image
Feature maps

Predicted Class

Performance Study

Comparative Study

• Association between words and feature maps 

allows automatic annotations of image.

• 88% of the CUB images have at least 1 out of 15 

parts correctly annotated.

DREL BLEU - 4

CUB MPII CUB MPII

FLEX 17.85 16.11 30.16 19.11

GVE 15.67 13.46 28.43 13.71

MME 15.02 13.92 27.94 19.88

This is classified to polishing floors, standing, using electric polishing 

machine class because

FLEX: She is standing in a room with a floor polisher and a rag in her hand.

GVE: She is kneeling on the floor with a carpet and is wearing exercise clothing.

MME: She is holding a mop and is in the middle of moving a mop.

This is a Scarlet Tanager because

FLEX: This bird is red in color with a black beak, and black eye.

GVE: This is a red bird with black wings and a small beak.

MME: This bird has a red crown and a red breast.

FLEX Framework
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Generate Linguistic Justification4
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• Common features between true class and predicted class 

caused model to misclassify.

• FLEX provides insights for 70.5% of misclassified examples 

where the generated explanations involve common features.

• Calculate co-occurrence score between each 

important feature map and each noun/adjective in 

ground truth descriptions.

• The word with the highest score is associated with 

the feature map.
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• Get top-k feature maps from the last conv layer based 

on importance scores, along with associated words.

• For each of these, recursively select top-k feature maps 

from inner conv layers and their associated words. 

• All the words associated with top-k feature maps 

describe features used by the model for its decision.

• Calculate the relevance vector (𝑧) using these words.

𝑃(𝑤𝑡)

LSTM

𝑤𝑡−1

Multiply  by  𝑅𝑒𝐿𝑈(𝛼𝑐)Image features from CNN
LSTM

− σ𝒕 𝒍𝒐𝒈𝒑 𝒘𝒕| 𝒘𝒕−𝟏, 𝑰, 𝜽 − 𝝀 𝒍𝒐𝒔𝒔 𝒘𝒕, 𝑰

𝜃 – Model parameters, 𝐼 – Image 𝜆 − Regularization factor  

.
.
.

𝒗𝟏𝟎𝟎
𝒗𝟏

• Relevance loss, 

• Train a LSTM network by optimizing the objective 

function,

𝑙𝑜𝑠𝑠 𝑤𝑡 , 𝐼 = max(𝑧 ⊙ 𝑃(𝑤𝑡|𝑤≤𝑡−1, 𝐼))

𝑧, Relevance Vector 


